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Most theories of emotion hold that negative stimuli are threatening and aversive. Yet in everyday experiences some negative sights (e.g. car wrecks)
attract curiosity, whereas others repel (e.g. a weapon pointed in our face). To examine the diversity in negative stimuli, we employed four classes of
visual images (Direct Threat, Indirect Threat, Merely Negative and Neutral) in a set of behavioral and functional magnetic resonance imaging studies.
Participants reliably discriminated between the images, evaluating Direct Threat stimuli most quickly, and Merely Negative images most slowly. Threat
images evoked greater and earlier blood oxygen level-dependent (BOLD) activations in the amygdala and periaqueductal gray, structures implicated in
representing and responding to the motivational salience of stimuli. Conversely, the Merely Negative images evoked larger BOLD signal in the para-
hippocampal, retrosplenial, and medial prefrontal cortices, regions which have been implicated in contextual association processing. Ventrolateral as
well as medial and lateral orbitofrontal cortices were activated by both threatening and Merely Negative images. In conclusion, negative visual stimuli
can repel or attract scrutiny depending on their current threat potential, which is assessed by dynamic shifts in large-scale brain network activity.
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INTRODUCTION

Negative stimuli draw our attention. Rapid recognition of threat pro-

motes survival (LeDoux, 2012) and selective pressures faced by early

hominids did not favor those who ignored the signs of a nearby preda-

tor or failed to learn from the circumstances of a conspecific’s demise.

Newsmen have exploited this adaptive feature of our brains for their

gain, as captured by media maxims such as, ‘if it bleeds, it leads’ and ‘if

it burns, it earns’. But do our brains react to all bleeding and burning

in the same way?

Previous studies have shown that stimuli are automatically evaluated

in terms of their affective valence: that is, whether a stimulus is pleas-

ant, and thus worth approaching, or unpleasant, and best avoided

(Duckworth et al., 2002; Barrett, 2006). This determination is the ear-

liest and most critical dimension of stimulus meaning (Ellsworth and

Scherer, 2003; Barrett and Bliss-Moreau, 2009). Many studies have

shown that affective experiences, words and even facial expressions

can be represented along negative-to-positive gradient of stimulus va-

lence along one axis, and arousal (also called engagement or activation)

along the other (Russell, 1980; Watson and Tellegen, 1985; Larsen and

Diener, 1992; Barrett and Russell, 1999). A recent meta-analysis of 397

functional magnetic resonance imaging (fMRI) studies (including over

6800 participants) demonstrates, however, that there is no pattern of

voxels that consistently and specifically represents negative stimuli as a

unified class (Lindquist, Saptute, Wager, Weber, Barrett, unpublished

data). Although individuals experience a range of stimuli as unpleas-

ant, the brain does not necessarily represent all negative stimuli in the

same way. Everyday experiences support this observation. Although

few of us feel compelled to approach a dangerous animal or someone

holding a gun, widespread rubbernecking at accident scenes and other

sights of misfortune suggests that people can be tugged by the morbid,

irresistible impulse to examine negative stimuli of a certain type.

Imminent threat and accident scenes are both unpleasant situations,

but our response to each can be quite different.

In this study, we examined the hypothesis that threatening and non-

threatening negative stimuli would be treated differently by the brain.

Specifically, we predicted that the potential for personal harm would

be assessed quickly and automatically as an integral part of stimulus

meaning. Images representing situations of high personal harm would

generate rapid defensive action (LeDoux, 2012)�a ‘fight-or-flight’ re-

sponse, with activations in brain regions that regulate such defensive

reactions, such as the amygdala and periaqueductal gray (PAG)

(Bandler and Carrive, 1988; Zhang et al., 1990; Bandler and Shipley,

1994; Mobbs et al., 2007). This would be particularly true because high

personal harm images would be construed as motivationally salient,

and motivational salience is important to modulating amygdala re-

sponse (Cunningham and Brosch, 2012). In contrast, images repre-

senting unpleasant situations that are lower in the likelihood of

personal harm would be associated with increased activation within

the latter regions as well as engage the association-processing regions

(the parahippocampal, retrosplenial and medial prefrontal cortices;

Bar and Aminoff, 2003; Davachi, 2006; Bar et al., 2008; Peters et al.,

2009; Kveraga et al., 2011) to a greater extent. The brain regions

involved in representing and regulating unpleasant subjective feelings

[orbitofrontal cortex (OFC), ventromedial prefrontal cortex (vmPFC)

and lateral PFC; Kringelbach and Rolls, 2004; Ochsner and Gross,

2005; Touroutoglou et al., 2012; Wilson-Mendenhall et al., 2013]

should be engaged by all evocative negative images (threatening

and Merely Negative) to assess and resolve the presence or absence

of threat and its spatial and temporal characteristics. We tested these
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hypotheses in two behavioral experiments and one neuroimaging

experiment.

STUDY 1 (BEHAVIORAL)

Methods

Participants

Twenty-seven participants from Massachusetts General Hospital

(MGH) and the surrounding community took part in the first behav-

ioral experiment and were compensated with $20 for their participation.

Our participants were of varying age, ethnicity and educational back-

grounds: the mean age of the participants was 29.8 years (s.d. 8.6, range

22–56). The participants had a mean of 4.4 years (range 0–11) of post-

secondary education, and all had normal or corrected-to-normal vision,

as verified by pretests using the Ishihara color plates and a Snellen eye

chart. All study procedures were approved by the Institutional Review

Board of MGH and Partners Healthcare, protocol #2009P001227.

Stimuli

We collected a set of 509 color photo images depicting negative and

neutral situations from Internet searches. The stimulus size was stan-

dardized to 300� 300 pixels. Prior to conducting the study, we clas-

sified the images into four categories based on our initial impressions:

(i) negative, Direct Threat (to the observer); (ii) negative, Indirect

Threat (predominantly to others); (iii) Merely Negative, a possible

past threat, but not a threat any longer; and (iv) Neutral, not a

threat. The images in these four scene categories did not differ

in terms of average luminance or spatial frequency: two-dimensional

power spectral density estimates using the Welch’s method,

implemented in the MATLAB (The Mathworks Inc., Natick, MA)

image processing toolbox, revealed no significant differences among

the stimulus conditions [one-way analysis of variance (ANOVA)

F(3,396)¼ 1.9; P¼ 0.12; Supplementary Figure S1].

Design and Procedure

Each group of participants only responded to one of the questions on a

scale of 1–6 (ranging from ‘none’ to ‘extreme’). Subjects were not made

aware of the other questions, nor were they aware during the debriefing

that the stimuli had been assigned a priori into the four categories.

Stimuli were presented in a random order, and one of the following

three questions was presented below each picture: (i) ‘How much harm

might you be about to suffer if this was your view in this scene?’ (Group

1), (ii) ‘How much harm might someone else (not you) be about to

suffer in this scene?’ (Group 2), (iii) ‘How much harm might someone

else (not you) have already suffered in this scene?’ (Group 3).

Participants could view each stimulus as long as they wanted and

enter their rating using keys 1–6 on the keyboard. Entering the rating

replaced the current stimulus with the next one. The complete instruc-

tions and the rating scale are shown in Supplementary Figure S2.

Results

Our results revealed that participants were indeed keenly sensitive to

the threat potential depicted in the images. Each group classified into

the three types (Direct Threat, Indirect Threat and Merely Negative) of

affective images in a highly distinct and consistent pattern [mixed-

effects ANOVA, question group� scene condition interaction

F(2,6)¼ 20.7, P < 0.00001], according to the question they were asked

about the stimuli, assigning the highest rating to the relevant a priori

stimulus condition (Figure 1A). The repeated-measures ANOVAs

testing differences in ratings within the groups revealed that each

group significantly distinguished the affective (Direct Threat, Indirect

Threat and Merely Negative) and Neutral images [Group 1

F(3,24)¼ 26.2, P < 0.000002; Group 2 F3,24¼ 18.2, P < 0.00002;

Group 3 F(3,24)¼ 48.3, P < 0.0000000003]; as well as images within

the affective scene categories themselves [Group 1 F(2,16)¼ 20.3,

P < 0.0000002; Group 2 F2,16¼ 7.1, P < 0.006; Group 3 F(2,16)¼ 31.1,

P < 0.0000003]. The control condition (Neutral images) was rated im-

plicitly and received the lowest threat rating on all three questions

[paired-samples t-test t(26)¼ 16.5, P < 0.000001]. Post hoc tests revealed

that the differences in ratings between each of the conditions were

significant, with the only exception in Group 2 (the ‘threat to someone

else’ rating), in which the participants did not significantly discount

the threat to another person in Direct Threat images (Figure 1A,

middle panel). As we aimed to include similar stimuli in all conditions

(Figure 1B), our results show that the affective context of a scene plays

a critical role in assessing whether the stimulus is deemed a threat. In

addition, to ensure that the Direct Threat images were not perceived as

more negative or more arousing than the Indirect Threat or Merely

Negative images, we performed a second study in which a new cohort

of participants rated the valence and arousal of the images (see

Supplementary Material).

Fig. 1 Rating threat in negative and neutral contexts. (A) Examples of stimuli images.
The upper row, from left to right, shows examples of images with inanimate potential threat
objects in the Direct Threat, Indirect Threat, Merely Negative and Neutral conditions. The lower panel
shows examples of the same conditions with dangerous animals. (B) Results of the scene ratings. The
three panels show the results from the three rating groups. In the first rating group (left panel), we
asked participants to rate all images in terms of potential harm to them personally, designed
to discriminate the Direct Threat images (red bars) from the rest. In the second rating group
(middle panel) all images were rated in terms of potential harm to someone else, designed to
identify the Indirect Threat images (yellow bars). In third rating group (right panel), we asked
participants to evaluate the images in terms of past harm, but no present harm, which was designed
to discriminate merely negative, but not presently threatening, images (blue bars). All three
ratings also implicitly identified Neutral stimuli (green bars), which received the lowest ratings in
all three experiments. The images in the different a priori conditions were presented in a
randomized mixed sequence and the participants were unaware that the stimuli had been assigned
to different conditions. The error bars indicate standard error of the mean. The wording of
the questions and the ratings scale used in the three rating groups is shown in Supplementary
Figure 2.
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STUDY 2 (fMRI)

Methods

Participants

Twenty-one participants (seven males) from the MGH and surround-

ing communities participated in this fMRI study and were compen-

sated with $50 for their participation. None of the participants had

been in any of the previous behavioral experiments in this study. The

age of the participants ranged from 20 to 64 (mean¼ 30.3, s.d.¼ 9.9).

One participant was excluded from functional data analyses because

the structural scans revealed substantial brain atrophy. Thirteen par-

ticipants were White, five were Asian, one was Black, and two were of

mixed ethnic background. All had normal or corrected-to-normal

visual acuity, normal color vision, and were right-handed. Thirteen

participants spoke English as a native language, and the remaining

eight were fluent in it, having spoken English from 10–37 years. The

protocol for the study was approved by the Institutional Review Board

of MGH and Partners Healthcare, protocol #2009P001227.

Stimuli

A subset of 168 stimuli from the large set employed in Study 1 was

selected for this study. The images from the different conditions

(Direct Threat, Indirect Threat, Negative and Neutral) were thematic-

ally matched insofar as possible in terms of scene contexts and situ-

ations. The set had 34 Direct Threat images, 37 Indirect Threat images,

30 Negative images and 67 Neutral images (Supplementary Figure S5).

To reduce habituation to negative stimuli, we included approximately

twice as many Neutral images as any other condition. The spatial fre-

quency content of images used in the fMRI experiment was analyzed

by computing a periodogram with overlapping Hamming windows

(a power spectral density estimate using the Welch’s method in the

MATLAB image processing toolbox, averaged over horizontal and ver-

tical dimensions), and no significant differences (P > 0.20) were found

among the four stimulus conditions (Supplementary Figure S3).

Design and procedure

Participants were asked to view each stimulus attentively and report via

a button press whether the scene repeated (i.e. a one-back task) or not.

Therefore, the subjects pressed a button on each trial. However, they

were instructed that this was not a speeded response task and they were

to respond after the stimulus offset to minimize head movement arti-

facts. Approximately 33% of the images repeated exactly once for the

one-back task; these repeat trials were included in the general linear

model (GLM) as a condition of no interest and not further analyzed.

We employed an event-related design in which 25% of the trials were

null trials, and two different stimulus presentation orders, each of

which was randomly assigned to approximately half of the participants

(11 and 10, respectively). The parameters for the stimulus presentation

sequences (average efficiency, average variance reduction factor and

stimulus counterbalancing) were optimized using the event-related

design optimization program ‘optseq’ (http://surfer.nmr.mgh.har

vard.edu/optseq/), The trials were 2 s long and the stimulus duration

was 1000 ms, with its onset randomly jittered 300–700 ms within

each trial. Stimuli were presented via a head coil-mounted mirror

and a rear-projection system, and response-box key presses were

recorded via a custom-made optical MRI compatible button box.

A MacBook laptop running a custom program written in Matlab

(version 7.9, Mathworks Inc.) and Psychtoolbox version 3.08

(Peli, 1997), controlled stimulus presentation and manual response

collection.

MRI data acquisition and analysis

Structural and fMRI data for this study were acquired with a Siemens

Magnetom Trio Tim 3.0T scanner and a 32-channel head coil. After

acquiring localizer, and automatic alignment scout images, a high-reso-

lution structural T1-weighted MPRAGE image was collected in 176 sa-

gittal 1.0� 1.0� 1.0 mm thick slices, with TR (repetition

time)¼ 2530 ms, TE (echo time)¼ 3.45 ms and flip angle¼ 78. Then,

after 20 practice trials to familiarize participants with the task, fMRI data

for the main experiment were collected in a functional scan lasting

11 min and 12 s, which comprised 336 volumes. Four ‘dummy’ volumes

were acquired at the beginning of the experiment to achieve steady-state

magnetization and later discarded. Each volume was acquired in 33

interleaved slices with 3.1� 3.1� 3.0 mm thickness. We used gradi-

ent-echoplanal imaging with a TR¼ 2000 ms, TE¼ 30 ms and flip

angle of 908. The slice prescription was tilted anteriorly �308 from the

anterior-posterior commissure (AC-PC) line to minimize the suscepti-

bility artifact in the OFC due to tissue–air interface (Kringelbach and

Rolls, 2004), as in (Kveraga et al., 2007). The structural and functional

images were examined for quality (excessive motion, ghosting and any

other artifacts) during both acquisition (using the Siemens Syngo online

viewer) and offline. We employed the SPM8 analysis software (http://

www.fil.ion.ucl.ac.uk/spm/software/spm8/) for pre-processing and stat-

istical analysis of our imaging data, using the standard processing steps:

the functional volumes were realigned to the fifth volume in the series,

motion-corrected, aligned with the structural images, normalized to a

standard Montreal Neurological Institute (MNI) template, and

smoothed with an 8 mm full-width half-maximum (FWHM) isotropic

Gaussian kernel. The GLM included regressors for each of the conditions

of interest (Direct Threat, Indirect Threat, Negative, Neutral), a condi-

tion of no interest (Repeated images) and motion-correction regressors

to minimize contributions of remaining motion to the error term. For

display purposes, we computed a group average brain from high-reso-

lution anatomical scans of our 20 subjects volumetrically using SPM8, as

well as a group average surface using 2D surface alignment techniques

implemented in Freesurfer (Fischl et al., 2004).

Regions of interest

The main goal of this study was to query how different types of af-

fective information (Threat vs Merely negative) are extracted from

image context. Therefore, in the fMRI component of the project, our

a priori regions of interest (ROIs) included regions implicated in de-

tecting and responding to threat, affective and scene perception. The

regions implicated in detecting and responding to threat whose re-

sponse we wanted to test in this study included the amygdala, the

PAG, and the OFC and vmPFC (Barbas and De Olmos, 1990;

Barbas, 1995; Carmichael and Price, 1995; LeDoux, 2000;

Ghashghaei and Barbas, 2002; Kondo et al., 2003; Wager et al., 2008;

Barrett and Bar, 2009). The regions that have been implicated in scene,

context and affective perception were the parahippocampal cortex

(PHC), involved in scene processing affective memory, and contextual

processing; retrosplenial complex, encompassing the retrosplenial

cortex (RSC), posterior cingulate cortex (PCC) extending into the

precuneus and the medial prefrontal cortex (mPFC) (Aguirre et al.,

1996; Epstein and Kanwisher, 1998; Bar and Aminoff, 2003; Bar et al.,

2008; Kveraga et al., 2011). Finally, we wanted to test the ventrolateral

prefrontal cortex (vlPFC), which has been implicated in threat re-

appraisal (Wager et al., 2008) and affective reflection processes

(Lieberman et al., 2002b; Lieberman, 2003; Cunningham and Zelazo,

2007). We localized our a priori ROIs informed by coordinates of these

ROIs from prior studies: for PAG and amygdala (Mobbs et al., 2007);

for PHC, RSC and mPFC (Kveraga et al., 2011); and for vlPFC (Wager

et al., 2008).

30 SCAN (2015) K.Kveraga et al.

-
S.D.
-
,
I
I
,
http://scan.oxfordjournals.org/lookup/suppl/doi:10.1093/scan/nsu007/-/DC1
p 
http://scan.oxfordjournals.org/lookup/suppl/doi:10.1093/scan/nsu007/-/DC1
P
,
1
1
 model
,
http://surfer.nmr.mgh.harvard.edu/optseq/
http://surfer.nmr.mgh.harvard.edu/optseq/
econds
-
unctional 
x 
x 
-
,
 degrees
utes
econds
x 
x 
,
 degrees
o
-
,
during 
http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
general linear model
-
-
I
,
I
vs.
is 
periaqueductal gray (
)
orbitofrontal (
)
ventromedial prefrontal (
)
cortices
,
,
Last
,
,


Results

Whole-brain analysis

We performed whole-brain analyses to map the activation evoked by

each type of affective images by comparing it to that elicited by neutral

images. Although for properly balancing Type I and Type II errors in

this type of fMRI research (i.e. affective/high-level cognitive studies),

the recommended significance level is P < 0.005 uncorrected, with

extent threshold k¼ 10 voxels (Lieberman and Cunningham, 2009),

we used a somewhat more conservative threshold with a false discovery

rate (FDR)-corrected �¼ 0.05. All significant activation foci above this

threshold are reported in Table 1. In Figures 2 and 3, the activations

are displayed at P < 0.001 (T > 3.58), with k¼ 10. As predicted, Direct

Threat images evoked greater activity in the amygdala and PAG (Figure

2), whereas the Merely Negative images elicited strongest activations in

the PHC, RSC proper and mPFC. In addition, Merely Negative images

differentially activated the hippocampus and the lateral anterior tem-

poral lobes bilaterally (Figure 2). Indirect Threat images also differen-

tially activated PCC, extending into the RSC and precuneus, lateral

occipitoparietal cortex extending into the temporoparietal junction

(TPJ) and posterior superior temporal sulcus (pSTS), left PHC, dor-

somedial PFC, mPFC, and OFC, and bilateral vlPFC (Table 1).

ROI analysis

To provide a more targeted test of our hypotheses, we examined time

courses of BOLD activity in our a priori ROIs. To do this, we defined a

Visual Stimulation vs Null contrast, including all events in which visual

stimuli were displayed, and extracted time courses of activity for all

four conditions using the rfxplot toolbox (http://rfxplot.sourceforge.

net) for SPM. We identified the largest peaks in our a priori ROIs

using Affective (Direct Threat, Indirect Threat, Merely Negative) vs

Neutral images contrast in each ROI. We then defined a 6 mm

sphere around it and, using rfxplot toolbox in SPM8, extracted all

voxels from each individual participants functional data in that

sphere, whether above threshold or not, using a finite impulse response

model for time points from 0 to 16 s from event onset. Therefore, the

ROI extraction procedures made no assumptions about the shape of

the hemodynamic response, nor was it circular (Kriegeskorte et al.,

2009) with regard to the comparison interest (time courses of activity

between Direct Threat, Indirect Threat and Merely Negative images),

because there was no a priori statistical bias for one (or more) of those

conditions to show a higher activity level than the other(s). The ex-

tracted time courses were baseline corrected and are displayed in

Figure 3A.

As we had predicted, the Direct Threat images elicited the largest

early response in the amygdala and the PAG, with a smaller response to

Indirect Threat images, and only a late peak evoked by Merely Negative

images (Figure 3A, right). Moreover, in the PHC and in RSC proper,

this activity pattern was reversed, with Merely Negative images now

eliciting the largest response, followed by Indirect Threat images and

then Direct Threat images (Figure 3A, left). Finally, all unpleasant

images initially evoked responses in mPFC and left lateral OFC

ROIs. Later in the timecourse, the threat-related response declined in

these regions, whereas the Merely Negative images-related activity con-

tinuing to rise to a late peak (Figure 3A, bottom row). The overall

differences and overlapping patterns of activity for the three types of

affective images are displayed in Figure 3B.

DISCUSSION

Although people have subjectively unpleasant affective experiences to

many different events and objects in the world, the brain does not

represent all negative stimuli identically. In these studies, we found

that observers were exquisitely sensitive to the threat potential depicted

(or absent) in affectively evocative images, and produced different

behavioral and neural response patterns to images that contained

direct or indirect threats, and those that were merely negative. The

behavioral responses to our stimuli reflected keen awareness of the

nature of the situations depicted in the images, and the fMRI findings

(in a different cohort) revealed differences in activation patterns con-

sistent with the putative functions of the regions involved in these

large-scale brain networks. Specifically, the Direct Threat images

received the highest ratings in response to the question about potential

impending harm to one’s person (Group 1, Figure 1B left).

Furthermore, even when a new cohort of participants was not explicitly

asked to rate the threat potential of the images, but rather performed

an orthogonal one-back memory task, the Direct Threat images evoked

Table 1 BOLD activations

Clusters k FDR P T Z MNI coordinates

x y z

Merely Negative
L EBA 590 0.00 7.9 5.2 �45 �85 10
R EBA 338 0.00 6.4 4.6 48 �79 10
L PHC 355 0.00 7.2 4.2 �30 �34 �17
R PHC 376 0.00 5.4 4.2 33 �34 �14
L ATL 151 0.00 5.7 4.3 �54 �10 �17
R ATL 34 0.01 4.6 3.7 45 20 �29
L lOFC 181 0.00 5.6 4.7 �42 29 �8
L vlPFC 24 0.03 4.4 3.6 �48 29 10
L DMPFC 64 0.00 5.4 4.1 �6 50 49
L MOFC/vmPFC 178 0.00 6.1 4.5 �3 41 �14
L mPFC �a 0.01 4.8 3.8 �6 56 10

Direct Threat
R cerebellum 37 0.04 5.5 4.2 15 �85 �38
L PAG 3 0.05 3.7 3.2 �3 �28 �8
R PAG 4 0.04 3.8 3.3 6 �28 �8
L Amyg 26 0.05 3.9 3.3 �30 �1 �20
R Amyg 29 0.06 3.6 3.1 36 �1 �17
L HC 12 0.04 4.3 3.6 �33 �16 �11
L PMC 1189 0.04 6.2 4.5 �30 5 37
L LPC 373 0.04 5.1 4.0 �45 �73 40
L PCC 311 0.04 5.1 4.0 �12 �49 31
R FG 133 0.04 4.8 3.9 42 �70 �11
L FG 168 0.05 4.2 3.5 �39 �67 �11
R lat OFC 86 0.05 4.2 3.5 45 38 �14
LR med OFC 17 0.06 3.6 3.1 0 50 �14
LR dorsal ACC 81 0.05 4.2 3.5 0 11 25
L thalamus 24 0.05 3.7 3.2 �12 �1 10
L VLPFC �a 0.05 5.7 4.3 �54 32 4
R VLPFC 86 0.05 4.2 3.5 57 38 10

Indirect Threat
L EBA 950 0.00 7.3 5.0 �45 �67 7
L pSTS/TPJ �a 0.00 5.8 4.4 �54 �46 7
R pSTS/TPJ 554 0.00 5.9 4.4 42 �46 19
R PMC 231 0.00 7.8 5.2 39 14 22
L precuneus �a 0.01 5.9 4.4 �6 �49 55
R PCC/precuneus 759 0.00 5.9 4.4 3 �58 25
L PMC 453 0.00 6.8 4.8 �42 5 25
L DMPFC 117 0.01 4.7 3.8 �9 53 22
L VLPFC 22 0.01 4.1 3.4 �42 29 �5
R PMC 42 0.01 5.5 4.2 54 �1 46
R ATL 23 0.01 5.0 3.9 51 �1 �11
L globus pallidus 26 0.01 5.5 4.2 �3 �7 �2
R cerebellum 24 0.01 4.8 3.8 15 �61 �20
R occipital pole 24 0.00 4.1 3.4 24 �94 �2

k, cluster extent in 3 mm2 voxels; ACC, anterior cingulate cortex; Amyg, amygdala; ATL, anterior
temporal lobe; DMPFC, dorsomedial prefrontal cortex; EBA, extrastriate body area; HC, hippocampus;
MOFC, medial orbitofrontal cortex; LOFC, lateral orbitofrontal cortex; LPC, lateral parietal cortex; PMC,
premotor cortex. aThis cluster is part of a larger cluster immediately above.
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Fig. 2 Statistical parametric maps for the Direct Threat, Indirect Threat and Merely Negative conditions shown on the inflated group average brain. The BOLD activations evoked by the Direct Threat > Neutral
images contrast (top row), Indirect Threat > Neutral images contrast (middle row) and Merely Negative > Neutral images contrast (bottom row). The maps were obtained by computing group (N¼ 20) contrasts
in SPM8, aligning them with, and overlaying them on, the group average brain surface made with Freesurfer. All SPMs are corrected for multiple comparisons with the FDR �¼ 0.05 (which varies contrast to
contrast), but displayed at the same, more stringent threshold. The arrows indicate some of the ROIs with notable activation differences for the different scene categories: PHC (blue), RSC (magenta), PCC (red),
OFC/vmPFC (white), vlPFC (cyan). images in the different categories did not differ in their spatial frequency content (Supplementary Figure S1).

Fig. 3 ROI analyses. (A) The ROI foci from which activity was extracted based on Affective images (Direct Threat, Indirect Threat, Merely Negative) vs Neutral images contrast (see ROI analysis in Methods for
details). Top left: PHC, middle left: RSC, bottom left: mPFC, top right: right amygdala, middle right: PAG, bottom right: left OFC. (B) The statistical parametric maps for Direct Threat (red colormap), Indirect
Threat (yellow colormap) and Merely Negative (blue colormap) vs Neutral images contrasts.
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the strongest responses and early peaks of activation in the amygdala

and the PAG, regions that have been implicated in detecting threat and

eliciting defensive responses (LeDoux, 2012). Conversely, the Merely

Negative images received the highest ratings in response to the ques-

tion about past harm to someone else (Group 3, Figure 1B right), and

evoked the largest activations in the PHC, RSC and mPFC, regions

implicated in contextual associative processing, mentalizing and reflec-

tion (Bar and Aminoff, 2003; Buckner and Carroll, 2007; Bar et al.,

2008; Kveraga et al., 2011; Aminoff et al., 2013). The intermediate

situations, in which there was an impending harm to someone else,

but not necessarily to one’s person, evoked the highest ratings on the

question about impending harm to someone else (Group 2, Figure 1B,

middle), and intermediate neural responses which typically fell be-

tween those evoked by Direct Threat and Merely Negative images

(Figure 3A).

The Direct Threat images could be thought of as clear visual depic-

tions of impending personal threat and activated the amygdala and the

PAG, as well as a host of other cortical and subcortical regions

(Table 1, Figure 3) to the largest extent. However, the Indirect

Threat images, in which the target of the threat can be more ambigu-

ous, also activate these structures early, albeit with a slighter smaller

amplitude, and the Merely Negative images evoke a delayed peak

(Figure 3A). It is important to stress at this point that latency differ-

ences in BOLD responses have been demonstrated for years (e.g. Duff

et al., 2007; Fuhrmann Alpert et al., 2007), including those between

visual and affect-processing regions (Sabatinelli et al., 2009), and dif-

ferences in the amygdala specifically between participants (spider pho-

bics and controls), and between phobogenic and control stimuli

(Larson et al., 2006).

The amygdala is a complex agglomeration of nuclei which plays a

broad role in representing unique and relevant stimuli, and thus is

particularly important for affect and novelty (LeDoux, 2000; Pessoa

and Adolphs, 2010; Weierich et al., 2010; Moriguchi et al., 2011),

including identifying motivationally salient visual cues (such as poten-

tial threats), resolving stimulus ambiguity (Whalen, 2007), responding

to novelty (Moriguchi et al., 2011) and producing contextually appro-

priate behavior around danger stimuli in humans (Feinstein et al.,

2011) and macaques (Bliss-Moreau et al., 2011). A view promoted

by Sander, Brosch and colleagues (Sander et al., 2003; Brosch et al.,

2010) argues that the amygdala, rather than being simply a ‘fear mod-

ule’, is involved in broader, subjective appraisal of the motivational

relevance of a stimulus. In particular, stimuli which are evaluated as

relevant to the organism’s current motivational state robustly engage

amygdala activity (Cunningham and Brosch, 2012). The amygdala is

thought to accomplish this appraisal via a dual route approach: (i) a

fast subcortical route that automatically alerts the organism to poten-

tially threatening stimuli that need to be dealt with immediately and

(ii) a slower cortical route that provides more ‘top-down’ processed

information placing the stimulus in relevant context. Our results seem

to show evidence of both types of processing: a sharp, early peak in the

amygdala (and PAG) response to Direct Threat (and to a slightly lesser

extent, Indirect Threat) stimuli; and late-developing peak to Merely

Negative stimuli, which also activate regions involved in resolving the

contextual association of the stimulus (PHC, RSC, mPFC; Kveraga

et al., 2011) to a greater extent than the Threat stimuli. Moreover,

we have previously shown the amygdala involvement in processing

both clear and ambiguous compound threat cues (fear faces combined

with averted or direct eye gaze) depending on processing speed

(Adams et al., 2012), presumably engaging reflexive vs reflective pro-

cessing, respectively (Lieberman et al., 2002a,b; Lieberman, 2003).

Larson et al. found that pictures of spiders evoked early and brief

BOLD responses in the amygdala, whereas responses to non-phobic

stimuli were weaker in amplitude and spread in time (Larson et al.,

2006). We observed sharp, early peaks for the threat images (Direct

and Indirect), and a late-peaking rise for the Merely Negative images

that was more diffuse in time. The activation for the Merely Negative

images may be indicative of re-entrant processing suppressing fear in

‘safe’ contexts. The PAG likewise showed an earlier, sharper peak in the

threat conditions, and a delayed peak for the Merely Negative scenes.

The PAG is activated most highly when a predator is near (Mobbs

et al., 2007) and in this study the PAG amplitude and peak

latency scaled approximately with the imminence and clarity of

threat (Figure 3A).

In contrast, the Merely Negative images, which portrayed sad or

unpleasant situations in which the threat had already passed, evoked

greater BOLD activity in the PHC, RSC and mPFC, regions implicated

in contextual association processing (Bar and Aminoff, 2003; Davachi,

2006; Aminoff et al., 2007, 2013; Kveraga et al., 2011), representing the

mental state of others, autobiographical memory processing and self-

reflection (Buckner et al., 2008). This pattern of BOLD activity is

consistent with examining the details of a scene to learn what happens

to others in such situations (e.g. an accident, a fire, being the victim of

an assault), incorporating self-relevant details of a scene into personal

experiences, and perhaps simulating the circumstances and outcomes

of such events, in case they were to involve the observer in the future.

The prefrontal regions (mPFC, OFC and vlPFC) showed increased

responses for all the negative conditions, which comports with their

high-level functions in threat reappraisal and iterative re-processing

(Cunningham and Zelazo, 2007; Wager et al., 2008). However, the

peaks evoked by the Merely Negative conditions were delayed in com-

parison with the images in threat conditions (Figure 3A). Finally,

Indirect Threat images, which depict impending harm to others (e.g.

a fight that does not presently involve the observer) and produced an

intermediate BOLD response (between that evoked by Direct Threat

and Merely Negative images, Figure 3) in our a priori ROIs, may evoke

something akin to ‘mixed feelings’ about threat: a combination of

curiosity with apprehension about suffering potential harm in real-

life situations of this type.

The partly overlapping, large-network activations we have observed

in response to Direct Threat, Indirect Threat and Merely Negative

images (Figures 2 and 3) lend support to the ‘constructivist’ view of

emotion (e.g. Lindquist and Barrett, 2012; Cunningham et al., 2013;

Barrett and Russell, 2014). This view holds that the patterns of intero-

ceptive signals that we categorize as discrete emotions (‘anger’, ‘fear’,

‘sadness’, and so forth) are not tied to specific brain structures that

‘specialize’ in producing those emotions (in contrast to ‘basic emotion’

views which posit that emotions can be localized to specific, dedicated

neurons (cf. Tracy and Randles, 2011).1 Rather, gradients of activity in

large and interacting networks shift depending on the perceived mean-

ing of the ‘objective’ qualities of a stimulus. For example, although the

amygdala and the PAG have been implicated in automatic detection of

threat and initiation of defensive responses to it (LeDoux, 1996;

Saptute and Lieberman, 2006) and were originally labeled as the loci

of fear in the brain, they participate in a range of responses not ne-

cessarily tied to one particular type of ‘discrete’ emotion (Lindquist

et al., 2012; Oosterwijk et al., 2012). These dynamic shifts produce the

internal reactions that lead to overt categorization of our stimuli as

images of personal threats, threats to another, negative situations with-

out an impending threat, or situations without negative and/or

threatening cues. Indeed, there is no particular reason why a scene

in one of our conditions would produce a specific discrete emotion.

A scene which portrays an impending personal threat may evoke

1 ‘what kinds of evidence do the contributors believe should be sought to determine whether a particular state

qualifies as a basic emotion? . . . another agreed-upon gold standard is the presence of neurons dedicated to the

emotion’s activation’ (p. 398).
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feelings not only of fear but also of anger, resentment, or perhaps even

excitement, depending on the observer’s willingness to engage in ag-

gression (LeDoux, 2012). A merely negative scene, in which there ap-

pears to be no current threat, could cause one to feel sadness, empathy,

disgust, curiosity, anger, relief, fear, or a mixture of them.

Conclusions

Potential threats to self should be dealt with most urgently and evoke

an avoidance response, whereas threats to another or threats that are

no longer viable instead may evoke an approach response, perhaps to

render assistance or examine biologically significant details that could

help one avoid a similar fate in the future. By beginning to unravel the

interaction between threat cues and their context, we have shown that

human observers are exquisitely sensitive to different types of negative

stimuli, with their evaluation of the stimuli differing immensely de-

pending on the spatial and temporal direction of the threat.

SUPPLEMENTARY DATA

Supplementary data are available at SCAN online.
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